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Although the sample size formula we used can be derived from models in which cluster-level

random effects are assumed to be independent across clusters, as are individual outcomes

within clusters (e.g., an exchangeable correlation structure), we find that deviations from

this assumption do not affect the validity of the sample size formula.

To illustrate the assertions above, we consider the setting where we have c clusters and

sample m subjects within each cluster. Let Yik denote the outcome for the kth individual

in the ith cluster, i = 1, . . . , c and k = 1, . . . , m. Let µi denote the cluster means for

continuous outcomes or the probability of successes in the ith cluster for binary outcomes,

and µi, i = 1, · · · , c, are randomly sampled from a probability distribution with mean µ

and variance σ2
BC. Here we use µ to denote the overall mean or the overall probability of

successes and σ2
BC to denote the variance of µi. Within the ith cluster, Yi1, · · · , Yim | µi

follows a multivariate distribution with mean µi, variance-covariance matrix V = (σk,`):

For binary outcomes, σk,k = µi(1−µi), for k = 1, . . . , m. For continuous outcomes, with ad-

ditional normality assumptions about the distribution of µi and the multivariate distribution

for the outcomes within the same cluster, the above model can be written as the following

random effects model with correlated error terms:

Yik = µ + αi + εik, (1)

where αi ∼ N(0, σ2
BC), (εi1, . . . , εim)T ∼ MV N(0, V ), where 0 is a vector of 0 of length m,

and V = (σk,`). Let σ2
WC = σk,k = V ar(Yik | µi) denote the within-cluster variance. Let

σ2 = V ar(Yik) denote the total variance. For continuous outcomes, σ2 = σ2
BC + σ2

WC; for

binary outcome, σ2 = µ(1 − µ).
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Let ρC =
σ2

BC

σ2 and ρk,` =
σk,`

σ2 , the unconditional correlation matrix for the m subjects within

the same community is:





1 ρ1,2 + ρC · · · ρ1,` + ρC · · · · · · ρ1,m + ρC

ρ2,1 + ρC 1 · · · ρ2,` + ρC · · · · · · ρ2,m + ρC

...
...

...
...

...
...

...
ρm−1,1 + ρC · · · · · · · · · · · · 1 ρm−1,m + ρC

ρm,1 + ρC · · · · · · · · · · · · ρm,m−1 + ρC 1





(2)

If σk,` = 0 for all 1 ≤ k 6= ` ≤ m, that is, outcomes within the same cluster are independent

conditional on µi, the unconditional correlation matrix is exchangeable, and the intraclass

correlation ρ represents the correlation between any two subjects within the same cluster.

In general, the intraclass correlation ρ, defined as
E{(Yjk−µ)(Yj`−µ)}

E(Yik−µ)2
, where the expectation in

the numerator is over all distinct pairs of individuals (k 6= `) taken from the same cluster

and over all clusters and the expectation in the denominator is taken over all individuals

and all clusters, can be expressed as

σ2
BC + {m(m− 1)}−1

∑
1≤k 6=`≤m σk,`

σ2
. (3)

Let σ2
B = E{(Yjk − µ)(Yj` − µ)} = σ2

BC + {m(m− 1)}−1
∑

1≤k 6=`≤m σk,`, the between-cluster

variability corresponding to within-cluster correlation ρ in this setting. If σk,` = 0 for all

1 ≤ k 6= ` ≤ m, then σ2
B = σ2

BC; otherwise, they in general differ. The corresponding

coefficient of variation

k =
σB

µ
=

√
σ2

BC + {m(m− 1)}−1
∑

1≤k 6=`≤m σk,`

µ
. (4)

It can be shown that the design effect (DEFF ) in this case becomes:

DEFF = 1 + (m − 1)ρC +

∑
1≤k 6=`≤m ρk,`

m
= 1 + (m− 1)ρ. (5)

To estimate between-cluster variability σ2
B, coefficient of variance k, intraclass correlation ρ,

and the design effect DEFF , it is sufficient to use summary measures from each cluster.
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This is not surprising since the observed variance of cluster summary measures provides an

unbiased estimate of the true between-cluster variability, irrespective of the actual within-

cluster correlation structure. For continuous outcome Yik, let Y i. denote the individual

cluster means, Y .. denote the overall mean, and s2 denote the empirical variance of cluster

means Y i., we can estimate σ2
B, k, ρ, and DEFF as follows:

σ̂2
B = s2 −

σ̂2
WC

m
, where σ̂2

WC =
∑

i,k

(Yik − Y i.)
2

c(m − 1)
(6)

ρ̂ =
σ̂2

B

σ̂2
, where σ̂2 =

∑

i,k

(Yik − Y ..)
2

mc − 1
(7)

k̂ =
σ̂B

Y ..

, (8)

and

̂DEFF = 1 + (m − 1)ρ̂. (9)

Similar formulas exist for binary outcome Yik, where

σ̂2
B = s2 −

Y ..(1 − Y ..)

m
, (10)

ρ̂ =
σ̂2

B

σ̂2
, where σ̂2 = Y ..(1 − Y ..) (11)

and k̂ and ̂DEFF remain the same as in (8) and (9).

For a simulation study showing the validity of using cluster-level summary measures to es-

timate k, we consider 30 communities and with 20 individuals from each enrolled in the

study. The correlation matrix is given in equation (2). It is ‘arbitrary’ in the sense that

conditional on random effects αi, the variance-covariance matrix V for the error terms εij is

a random correlation matrix generated using methods described in [1] and implemented in

an R package clusterGeneration. V is fixed for repeated simulations. For each experiment,

we generate outcome data Yik for 600 subjects based on model (1). We let σWC = 1 and
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Table 1: Actual and estimated intraclass correlation ρ, coefficient of variation k, and design
effect DEFF corresponding to an arbitrary random within-cluster correlation matrix. Ê

denotes average of estimates from 1000 simulated studies.

σBC ρ Ê(ρ̂) k Ê(k̂) DEFF Ê( ̂DEFF )
0.0 0.030 0.029 0.172 0.158 1.563 1.553
0.1 0.039 0.039 0.199 0.189 1.745 1.743
0.2 0.067 0.067 0.264 0.259 2.272 2.276
0.3 0.110 0.110 0.346 0.344 3.085 3.083
0.4 0.163 0.162 0.435 0.434 4.106 4.084
0.5 0.224 0.224 0.529 0.529 5.250 5.248
0.6 0.286 0.284 0.624 0.626 6.443 6.397
0.7 0.349 0.347 0.721 0.729 7.626 7.602
0.8 0.408 0.405 0.818 0.827 8.758 8.702
0.9 0.464 0.462 0.916 0.940 9.814 9.766
1.0 0.515 0.514 1.015 1.045 10.781 10.758

µ = 1. Table 1 presents the actual and estimated k, ρ, and DEFF . Columns with heading

ρ, k, and DEFF represent the true values and are calculated using formulas (3), (4), and

(5) respectively. For each value of σBC, and for each simulated experiment, columns ρ̂, k̂,

and ̂DEFF are calculated based on formulas (7), (8), and (9) respectively; and Ê(ρ̂), Ê(k̂),

and Ê( ̂DEFF ) are calculated as the sample average from 1000 simulated experiments. As

σBC increases from 0 to 1, the design effect increases from 1.6 and 10.8. The design effect

estimated based on ρ̂ is unbiased - the sample averages of the estimated values are within a

relative 2% of the true values.
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